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Throughout the ages, people have tried to understand the human brain by comparing it to the most advanced machines available. With the invention of clocks during the late middle ages, complex clocklike mechanisms were believed to underlie the brain's functioning. Many centuries later, the telephone and the corresponding development of complex switching networks provided working models. The invention of the computer, with its complex information-handling capacity, provided a rich new crop of models to explain how the human brain works. 

Although the functioning of the brain contains elements of each of these models, ultimately none has proven completely satisfactory. It is fairly easy to see why clocks and switching networks, because of their fixed structures and inability to develop and learn, were inadequate. The problems with models based on current Von Neumann architecture are more subtle. 

ONE-TRACK MIND

 The first computers were built according to A.M. Turing's concept. Data to be processed was in a data storage area and instructions to the computer were stored separately on paper tape. john Von Neumann is generally credited with the design of current machines, where instructions are stored in the data storage area along with the data. Although this made it much easier to program the machine, instructions are still executed one at a time in serial order. Most work in AI has been done (and is still being done) on serial digital processors. To program a serial digital processor, you must learn its language or create your own higher-order language with which to control it. LISP was created shortly after COBOL and FORTRAN and adopted by the AI community as the appropriate language for making machines artificially intelligent. 

In the beginning it was assumed that the Von Neumann machines (serial digital processors) worked by processing machine language in much the same way as a human processes human language. It was also assumed that human thought processes (language processes) were serial processes just like those in the computer. All you had to do was use LISP, write some language parsers, and add a few syntactical rules, and you'd have it - true artificial intelligence: a machine that can think and communicate like a human. 

It should have been easy. We had the right machine and the right paradigm for human thought processes. We've had those for 30 years now. So where are the intelligent machines?

 Although the best minds in the country have been working on AI for over 30 years, the results have been severely limited. A few machines play chess better than most of us but not better than the best human chess players. Other machines find oil deposits, diagnose blood diseases, and so on, but none pass Turing's test for intelligence. None seem even remotely intelligent. Is it possible that Von Neumann machines do not really have the right architecture to support human thought? Is thinking more than simple serial language processing? 

LIMITATIONS OF LANGUAGE 

Given the constraints of the Von Neumann architecture and the extremely limited information regarding electrochemistry, networking, and activity within the brain, it must have seemed only natural in the 1950s to assume that thinking is language and language is thinking. After all, we tell another person what we are thinking by using language, don't we? Then thinking must be language. But is it? Let's examine a few consequences of this assumption:

· A person who was born deaf and not taught to read, write, or speak must be incapable of thought.

· Illustrations should not be required in automobile maintenance manuals. Verbal descriptions of all the parts and procedures should suffice.

· Road maps consisting entirely of text giving the latitude and longitude of various places should suffice for planning a trip. Roads would be given as strings of latitudes and longitudes to whatever degree of accuracy is desired.

· Deaf musical composers who have been taught to read, write, and speak should be as good at composing music as anyone.

· People who were born blind should be able to make a living as art critics by hiring sighted people to describe paintings to them.

· Our computers should be thinking as well as humans by now. We've certainly put more collective effort into trying to make them think than anyone puts into trying to make a child think.

AI researchers were seduced by the constraints of the Von Neumann machine into making the language = thinking assumption. The Von Neumann machine was the only vehicle available, and the design of anew machine appears to be more difficult than the design of a new language, especially if you don't even know what properties the new machine should have. 

Von Neumann machines certainly have proven their value to us. They don't think, but they do things we are totally incapable of doing. The following is a list of properties Von Neumann machines have that humans don't.

· Perform arithmetic computations faster than we do.

· Seldom make mistakes in computation.

· Can memorize vast amounts of textual information with perfect recall.

· Never forget or confuse data unless instructed to do so.

· Memorization of data is immediate: they do not have to study.

· Minor hardware failures destroy their ability to process data.

The architecture of Von Neumann machines supports focused attention on a particular problem but not global processes of more diffuse and fleeting attention like those involved in human vision. 

The following is a list of properties that humans have that Von Neumann machines do not:

· We excel at pattern recognition tasks.

· We confuse, associate, and mix data.

· We forget data without having to be explicitly instructed to do so. (In fact, we have more difficulty forgetting when we are instructed to do so. Try not thinking about elephants for the next 60 seconds.)

· With the exception of those few claiming eidetic memory, we do not rapidly memorize data with the perfect recall characteristic of a Von Neumann machine.

· We are terrible at arithmetic computation. Even a hand calculator can beat any of us if data can be fed to it as fast as to us.

· Neurons certainly die from time to time, but that makes little difference in our ability to process data.

We seem to have a robust architecture that handles sequential, bit-by-bit, data and processing rather poorly but does rather amazing things with massive amounts of parallel data.

SILICON VS. BIOCHEMICAL

Silicon-based machines work much faster than the electrochemical processes within our brains. Silicon-based circuits can produce impulses whose widths1 are less than a nanosecond. The propagation time for these impulses is near the speed of light (186,000 miles per second). Neural impulses have widths of at least a millisecond and are propagated2 at about 300 miles per hour or about .083 miles per second. Silicon-based circuits are thus one million times faster than their neural counterparts with respect to impulse width and over two million times faster with respect to signal propagation. It is clear that we have enough speed to perform human thought processes with our machines. 

The human cortex is estimated to contain some 10 billion neurons, each of which has on the order of 10,000 synapses or interconnections with other neurons3. The active electronic network of the brain, then, consists of some 100 trillion active components. Semiconductor memory chips containing two million active components within a one-square-centimeter area currently exist4.  We could then have as many active elements as a human brain contains in a collection of silicon chips in a square measuring 71 X 71 meters. If we were to stack them with a separation of one centimeter, we could fit our silicon-based brain into a cube measuring 17 meters on a side. 

These calculations ignore the problems of mounting the chips and cooling the cube. Mounting the chips perhaps triples the volume required. Cooling the cube could require the volume to again be doubled, although methods other than air-cooling could be considered. If we knew how to design the individual chips with the proper interconnectivity, we could probably, using existing technology, build a silicon-based version of the human brain in a cube measuring 31 meters on a side. 

This does not compare unfavorably with early vacuum tube versions of the Von Neumann architecture - Eniac weighed 30 tons and contained 18,000 vacuum tubes. Our silicon-based integrated circuits are compact enough that we could have all the storage and processing elements required to match the human brain within a manageable space. 

What we don't have is the proper machine architecture and a believable paradigm regarding what sorts of processes are really required for human thought. We must infer these processes from incomplete data regarding the operation of the brain. 

Most of the input to a normal human brain comes through the visual system. Far less data is received through the auditory channel. Most biological systems are designed for utmost efficiency. To expect auditory linguistic information to be the most important component of human thought processes seems inconsistent with evolutionary processes.

SIMULATION

Nearly everyone can recall a melody and “replay” it in his or her mind. Similarly, we can recall sequences of visual imagery and replay those. For some reason, it is easy for everyone to realize that we can replay melodies in the mind but difficult to realize that we perform similar operations with visual imagery. We tend to think that words are what we think with. We use words to explain what we have “seen” within our mind, 'and these words evoke similar imagery within the mind of the listener. 

The reason it is so difficult to realize our facility with internal visual operations may be because of a synergism between our words and the simulated imagery. Both processes operate simultaneously and influence each other: images evoke words and words evoke images. We may be more conscious of words because of our ability to generate or speak them. The interplay with the muscles involved may make our internal verbal operations seem more concrete than our internal visual operations - we have no way of generating and projecting images - yet we are able to generate words. The visual operations are implicit, the verbal operations explicit. 

While we clearly perform some language operations when we think, those operations are a small fraction of the processes that comprise human thought. The human information processing system has at least five input media: sight, sound, touch, smell, and taste. We also have input regarding body position from the semicircular canals. The brain processes input data consisting of sequential visual, sound, touch, smell, taste, and body position data. These inputs are mapped directly into the processing hardware, which is highly interconnected with itself. Our Von Neumann machines have only one input medium: a serial stream of ones and zeros. 

In addition to being able to recall and replay sequences of auditory data (such as music, sentence fragments), I believe we can recall and replay sequences of the other types of data as well. In addition, I believe we can access sequences of data recorded in the past and use that data to feed what amounts to an internal simulator. The simulator can use recorded sequences of data to simulate probable outcomes of future activities.

For example, few of us have had the opportunity to grab a wild tiger by the tail. Don't we all know the probable outcome nonverbally? We simulate it: you can see yourself doing it and you can visualize the tiger's next few moves, imagine its teeth on your throat, and so on. In fact, you can visualize the whole thing to almost any degree of gory detail, and you never have to think one word unless you want to tell someone else what you have “seen.” 

Our speech constantly hints that this process is what is really going on: “Do you see my point?” “Can you imagine that?” “Let me paint you a picture.” “I have a vision.” “I can almost feel the cold.” “I can hear them now.” I'm not saying well-defined simulation processor hardware is hidden in some remote corner of the brain, just that the brain can somehow perform such processes. These processes allow us to assess the various possible outcomes of some future action. 

This ability gave our prehistoric ancestors enough of an edge to insure their survival, an otherwise most unlikely prospect. Speech merely enhanced the survival prospects by allowing survivors of some sequence of events to install that sequence in the brains of their companions so their companions would know of danger without having to discover it for themselves. They could then simulate the situation and devise ways of dealing with the danger. 

These other processes (visual, auditory, and so on) and our ability to run internal simulations to predict likely outcomes of future events based on sequences of past events - not speech and language - constitute the major and concrete portion of human thought processes. 

Each AI language-understanding project of the past invariably began optimistically, then bogged down at some understanding barrier or other. The reason is that words are abstractions of data that are, for the most part, visual.

ABSTRACTING THE VISUAL

Abstractions are created by discarding information. They are ambiguous by nature because of the lost information. Ambiguity is one of the most prominent problems mentioned in the literature describing language understanding experiments. 

The American Heritage Dictionary defines “abstract” as “considered apart from concrete existence,” “not applied or practical,” and “not easily understood.” Webster's unabridged Dictionary defines “abstract” as “thought of apart from any particular instances or material objects; not concrete ...not easy to understand; abstruse...theoretical; not practical.” 

It is no surprise, then, that our computers do not understand us yet. We have been trying to communicate with them via an inferior medium: language. We've shortchanged their brains by providing them with an inferior architecture that is unable to deal easily with visual and other sensory input. 

The mainstream of the AI community seems to reflect a heavy bias toward language processing and the premise that thinking is language. At the same time, stirrings and undercurrents reflect an uneasy awareness of the weaknesses of systems built in accordance with the current paradigm. At a recent conference, one AI researcher said he sometimes felt that our current AI systems were “right-brain damaged,” referring to the spatial-temporal processing weaknesses of current systems being designed and sold as AI systems.

FOURIER TRANSFORMS

One of the most interesting aspects of the human brain is its ability to perform pattern recognition tasks; perhaps its most powerful ability in comparison to Von Neumann machines. In 1966 Dr. M. Kabrisky5 published “A Proposed Model for Visual Information Processing in the Human Brain”. In subsequent work, Kabrisky and his students investigated the possibility that two-dimensional filtered Fourier transforms are involved in the computational processes that occur in the human brain.  

One of Kabrisky's students, C.H. Radoy6, demonstrated a system able to recognize patterns (alphabetic characters). In essence such a system overlays a pattern with a grid, extracts the brightness of the grid squares, enters them in a complex pattern matrix, calculates a discrete two-dimensional Fourier transform (also a complex matrix of the same order as the pattern matrix), and stores it. 

Pattern recognition is performed by saving the transform matrices of various patterns, then comparing the transform of a new pattern with the transforms of the stored patterns. The new pattern is recognized as the stored pattern whose transform is most closely matched with the transform of the new pattern. This is done by calculating the Euclidian distance between the transforms. It was found necessary to normalize the brightness of the patterns in a preprocessing step so intrinsic brightness does not dominate the process. 

Radoy found that by ignoring the terms in the transform matrix associated with high-frequency components, recognition of alphabetic characters was minimally affected. He was able to reduce stored pattern transforms by a factor of 100 without seriously degrading the machine's ability to recognize patterns. This technique is known as low-pass spatial filtering. 

Another Kabrisky student, O.H. Tallman7, experimented with hand-printed samples of all 26 alphabetic characters from 25 different people!  By using the filtered Fourier transform technique, Tallman achieved a 95% recognition rate for the set of 650 characters. 

Kabrisky pointed out in a lecture I attended that written characters, whether they be Arabic numerals or Chinese Kanji characters, evolved so that they are distinguishable by people. The filtered Fourier transform technique seems to identify the essence of a character, that which makes it distinguishable from other characters. 

Another of Kabrisky's students, W.O. Ragsdale8, showed that filtered Fourier transforms were able to explain nearly all optical illusions involving perceived distortions of spatial relationships such as the Muller-Lyer illusion. I also experimented with this technique. Figure 1 shows a “T” pattern. 
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Intrinsic brightness of the elements of subsequent similar patterns is indicated by the size of the dark squares that comprise the image. Negative values (in the inverse transforms) are shown by dashes of various lengths. Longer dashes indicate more negative values. If you take the Fourier transform in Figure 1 and the Fourier transform of the transform, you get the original pattern: Fourier transforms are invertible. If you filter the Fourier transform of the “T” before inverting it, you get Figure 2. 
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FIGURE 2.





Figure 2 is the 5 X 5 filtered inverse transform. What is interesting is how a pedestal forms at the base of the T in Figure 2 and how serifs form at the ends of the horizontal bar. Compare this to the triplex Roman “T” of the Hershey font set (Figure 3). 
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Is it possible that the serifs and pedestal came into vogue in printer font sets because that is the form of the most distinguishable T? Some think it is the most aesthetically pleasing T. Does the concept “aesthetically pleasing” derive from peculiarities of our internal image processors?

In 1972 I discovered an optical illusion of a type I had not seen described before. The illusion is obtained as follows: if one stares at the center of one of a set of certain moiré patterns long enough (30 to 60 seconds) then quickly looks at a printed page, the lines of print appear warped. It is important that the gaze be held fixed at the center of the pattern while staring at it. This effect disappears rapidly and vision returns to normal in one or two seconds. In the case of the moiré pattern in Figure 4, the lines of print appear bowed. 
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Figure 4

Most of the people I have shown this pattern to can see the effect and find it quite pronounced. Some subjects have been unable to see the effect. I would expect persons with astigmatic aberrations to perhaps have difficulty seeing it. 

This effect does not appear to be related to other effects such as the well-known after-image effects. After-image effects persist for a much longer time. This moiré pattern effect seems to be related to neuron firing rate habituation. If you are able to fix your gaze on an object without moving your eyes, the object soon disappears. Our visual system attempts to defeat this effect by keeping the eyes constantly in motion. It seems likely that moiré patterns can stimulate the visual system such that the limited motion that does occur is not enough to prevent certain elements of the visual system from habituating as though you had kept your gaze perfectly fixed. 

Figure 5 shows a crude approximation of the moiré pattern in Figure 4. Figures 6, 7, and 8 show inverse transforms of the pattern in Figure 5 for various degrees of spatial filtering. Notice that as we filter out more and more of the high-frequency components, a circular pattern begins to predominate. It appears that this circular pattern is what causes the lines of text to bow when one observes the illusion. The effect seems to be a mathematical superposition of the two patterns; the lines of text and the circular habituated pattern. 
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In the past I thought actual Fourier transform processes were occurring in the brain. Of course, it is possible they are, but it is also possible that other processes well-simulated by Fourier transform processes are occurring. Whatever those processes turn out to be, they should also be able to explain the results of the Fourier transform studies. 

In any case, machines of Von Neumann architecture are not well suited to handle these processes. Computing Fourier transforms on a Von Neumann machine becomes impossibly time consuming as the order of the matrices is increased. 

Over 13 years ago, Hunt9 made the following observation. “From the viewpoint of a computer programmer, list processing programs are substantially easier to write than programs for processing pictorial data, and from the viewpoint of the computer designer, the serial processor, a Von Neumann machine that is sufficient for list processing is hopelessly inadequate when transformations on pictorial data are required.” He also said, “Our image memory may well be accompanied by a special image processor capable of executing rather complex analog processing operations on data derived either from sensory input or from memory.”  These observations further support the premise that Von Neumann machines do not have the correct structure to support AI processes.

NEW MACHINES FOR AI

If the Von Neumann architecture is not an appropriate architecture upon which to build an artificially intelligent machine, what architecture holds promise? Conventional parallel architectures such as those used to solve differential equations by difference methods are simply variations of the Von Neumann architecture and do not appear to be the answer. 

New machines that may be approaching the appropriate architecture are being developed. The neural net machines that are beginning to show self-organization of memory seem to be on the right track. In particular, Teuvo Kohonen's10 neural associative memory simulations seem to have the right properties for a visual memory system. 

Paul Pietch's11 “shufflebrain” research started out as an attempt to refute the holographic hypothesis but resulted in convincing him otherwise. The associative memory described and simulated by Kohonen has holographic properties in that the image data is distributed throughout the memory and pieces of memory can be destroyed with minimal effect on the visual images stored therein. Images can be retrieved from noisy or incomplete input images. 

Further simulation and perhaps a few new ideas will be required before we arrive at the correct architecture, but I believe work in this area will lead to the types of machines we need to simulate human thought processes. It is premature to conclude that today's crop of expert systems constitutes the successful conclusion of the quest for AI. Redefining the AI problem as “that which our current hardware and software handles” may sell more software but it certainly does not solve the AI problem. 

It has been said recently that AI is a moving target, continually redefined as whatever we have not yet accomplished. For instance, it has been said that AI was thought to be a program that played chess well until such programs were written, and now we say these programs do not really qualify as AI. The same thing has also been said in reference to theorem-proving programs. 

How many of us, before work was first begun on chess programs, thought successful chess-playing programs would represent the final solution to the AI problem? Chess-playing programs are merely another of a great many parallel attempts to coerce serial digital processors into performing tasks for which they are not particularly well suited. 

It's not that development of such programs was unchallenging; the achievements have been astounding given the architectural differences between Von Neumann machines and our brains. It's just that we still have not solved the AI problem. If we had, I would be talking to my machine instead of typing on a keyboard. I would be able to discuss ideas with the machine as if it were another person. It would understand and think. 

I am convinced the AI problem will not be solved until we investigate and develop alternative machine architectures. I believe neural networks are close to the mark and that further work in this area will eventually lead to the proper machine architecture to support AI. Instead of defining the AI problem away, we should be developing the right machine for the job. 

Eventually we will have machines that think as we do. The primary barrier is our stubborn dedication to the current paradigm and the Von Neumann architecture. Max Planck wrote: “A new scientific truth does not triumph by convincing its opponents and making them see the light, but rather because its opponents eventually die, and a new generation grows up that is familiar with it.” Must we wait 50 years for intelligent machines?
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